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Abstract
Optical spectrometers can be generally divided into two categories, frequency-domain and
time-domain ones. The former includes compact, industrial-grade instruments that are easily
available in the visible spectral range. The latter are lab-grade, bulky and fragile instruments
that offer very high sensitivity and accuracy but are mainly limited to the infrared spectral
region. This manuscript aims to present a time-domain device and several of its applications in
which it is possible to combine some of the advantages of the two techniques, finally, bringing
the advantage of Fourier transform spectroscopy down to the visible and near-infrared spectral
regions. The device is a common-path interferometer based on birefringence. The concept is
straightforward, and it is a compact, robust, and cost-effective instrument, and it has been
applied in a wide range of applications. In this manuscript, the interferometer will be described
from a theoretical point of view, and its capabilities will be presented applied to the
measurement of fluorescence excitation–emission matrix maps down to the ultimate
sensitivity at the single-molecule level, time-resolved photoluminescence spectra, spectral
images, and the complex optical activity.

Keywords: Fourier transform spectroscopy, fluorescence, hyperspectral imaging, chirality,
interferometry, time-resolved fluorescence

(Some figures may appear in colour only in the online journal)

1. Introduction

There are two ways to measure the light spectrum of an emit-
ting source. The first one is the dispersive technique. The light
is separated into its spectral components employing a grat-
ing or a prism. The intensity contribution of each component
is measured either serially or in parallel by a multichannel
detector array. The second one is the so-called time-domain
approach, and it employs an interferometer to create two repli-
cas of the incoming light retarded by a variable delay. A single-
pixel detector measures the interference signal between the
two light replicas as a function of the variable delay, and the
spectrum is retrieved by performing a Fourier transform (FT)
of the measured signal. The dispersive technique is widely
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used in the academic and industrial fields, especially in the vis-
ible spectral range, where multichannel detector arrays are not
expensive due to their compactness and robustness.

However, the use of FT-approach carries several advan-
tages with respect to dispersive technologies. All the wave-
lengths are measured simultaneously, thus increasing the
number of photons reaching each pixel of the detector and
decreasing measurement times. This leads to a higher signal-
to-noise ratio when the detector noise is the predominant
noise source (Fellgett’s advantage) [1]. The etendue of an
interferometer is much higher with respect to dispersive tech-
nologies leading to more light throughput and sensitivity
(Jacquinot advantage) [2]. This is mainly due to an entrance
slit whose width varies from tens to hundreds of microme-
ters, partially blocking the input radiation. Higher versatil-
ity since the interferometer’s scan range changes the spectral
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resolution without changing the instrument hardware. The
throughput of the system, hence the instrument’s sensitivity,
does not change, increasing the spectral resolution. Interfer-
ometers are usually calibrated with known laser lines whose
positions are known with great precision. Their measurements
are accurate and reproducible. Thus a frequent calibration is
not required, contrary to some other technologies (the Connes
advantage).

However, in an ordinary double-beam interferometer, the
two replicas are created employing a beam splitter, and they
travel along different paths. This causes problems because it is
challenging to maintain interferometric stability between the
two different interferometer arms due to environmental vibra-
tions and perturbations. Indeed, for this approach to work, the
path length difference must not fluctuate more than λ

10 , whereλ
is the radiation wavelength, and this is the main reason why this
technique is de facto restricted to the infrared spectral region
and cannot be easily used outside the laboratory environments.
The interferometric stabilization of the interferometer is typ-
ically performed by a complicated and expensive feedback
loop system, requiring a reference signal from a He–Ne laser,
leading to costly and bulky instruments.

This manuscript aims to present a device and several appli-
cations in which it is possible to combine some of the advan-
tages of the two techniques, finally, bringing the advantage of
FT-spectroscopy down to the visible and near-infrared spectral
regions leading to the development of a compact, robust and
cost-effective instrument. The drawbacks of the double-beam
interferometers were circumvented by developing and using a
common-path interferometer (CPI). The two replicas are not
geometrically divided into two paths in this device, but they
travel into the same one. Therefore, the two replicas experience
the same perturbations from the environment,keeping constant
the relative delay between the two within a few attoseconds.
The replicas are divided in polarization rather than spatially.
They are delayed by exploiting the birefringence of a uniaxial
crystal. This device does not require any active stabilization or
He–Ne laser reference, leading to a compact instrument foot-
print. The device is insensitive to environmental vibrations,
making it an industrial-grade device.

The CPI was used in several different applications,
showing this kind of interferometer’s potential as an enabling
technology across several scientific fields. It was used as a sim-
ple spectrometer in the infrared spectral region [3]. Moreover,
it was used in pump-probe spectroscopy [4, 5] and coherent
Raman scattering as a broadband spectrometer working with
high-frequency modulation [6, 7]. Following the same prin-
ciple, a slightly modified version called TWINS comprising
two additional birefringent crystals was used in ultrafast two-
dimensional spectroscopy [8, 9]. It was recently employed as
the key element in a photocurrent microscope [10] and quan-
tum optics [11]. This manuscript focuses on several different
applications, especially in the visible and near-infrared spec-
tral region, where it is usually hard to apply FT-spectroscopy.
As a starting point, the CPI will be presented as a tool for
single-point spectroscopy. The system can be used to com-
pletely study the fluorescence properties of matter, extracting
information related to the excitation, emission, and lifetime

properties of the sample. In detail, the CPI will be applied to
the measurement of excitation–emission maps (EEM) down
to the ultimate sensitivity limit at the single-molecule level,
and to the measurement of time-resolved photo-luminescence
(TRPL) spectra. For agricultural, pharmaceutical, and food
industries chemical studies it is not sufficient to study the exci-
tation and/or the emission spectrum of a sample. Indeed, since
almost all biological molecules are chiral, it is often needed
to characterize how the light polarization state rotates as it
travels through a material of interest. This can be done by
employing the CPI’s sensitivity to the incoming light’s polar-
ization state. This feature will be discussed and applied to the
measurement of chiral samples’ chiro-optical activity, simul-
taneously measuring the circular dichroism and circular bire-
fringence spectra. However, in these applications, we can only
extract information about a single point of the sample. This is
not enough to completely characterize the properties of a het-
erogenous sample. For this reason, the CPI capability will be
presented extending the source from a single point to a wide
field scene in measuring spectral images. This CPI-based spec-
tral imager is very versatile and has been used in applications
ranging from microscopy to remote sensing, hence from the
microscopic to the macroscopic world.

2. The common path interferometer (CPI)

The interferometer used in all the experiments described in
this manuscript is a common-path device based on birefrin-
gence, which belongs to polarization-division interferometers.
The device comprises a Soleil–Babinet compensator, and it
is turned into an interferometer by adding entrance and exit
polarizers. This section describes the device in detail, focusing
on the differences with respect to a Michelson’s interferometer
and their consequences as the need to perform a spectral and
intensity calibration.

2.1. Constituent elements and working principles

Figure 1 shows a basic scheme of the CPI. The interferometer’s
first element is a polarizer having the transmission axis ori-
ented at 45◦ with respect to the horizontal axis. After this ele-
ment, the light is polarized alongside the transmission axis and
can be considered the superposition of vertical and horizontal
polarized components. The second element is a uniaxial bire-
fringent block with the optical axis oriented transversely to the
optical beam.

The optical axis of a uniaxial-birefringent crystal coincides
with the extraordinary axis.

Therefore, the light passing into the block with a polar-
ization parallel to this axis experiences a refractive index
equal to the extraordinary one. Oppositely, the light having
a polarization state perpendicular to this axis experiences an
ordinary refractive index. Figure 2 shows the effect of this
element. Since the two polarization components travel at a dif-
ferent speed inside the crystal, after the propagation, a fixed
delay τ = Δnd/c, where Δn = ne − no is the birefringence
of the material, and c is the speed of light in vacuum, sepa-
rates the two components. The final result is the generation
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Figure 1. This figure shows a basic scheme of the CPI. The
constituent blocks are an entrance and an exit polarizer oriented
with their transmission axis at 45◦, namely, Pol1 and Pol2; a first
birefringent block (block A) and a second one (block B) composed
of two wedges with the same apex angle. The arrow and the dots in
block A and B highlight the optical axis of the crystals. The
tilted-dashed arrow in the second wedge indicates the crystal’s
movement direction. This movement changes the effective thickness
of block A.

Figure 2. This figure shows what happens to the vertical and
horizontal polarization components by passing through a
birefringent block with thickness ‘d’. The block’s optical axis is
indicated as a black arrow.

of two collinear and superimposed orthogonal replicas of the
input radiation having a fixed relative delay. Please note that,
for visualization purposes, figure 2 shows pulses of light, but
the same description also works considering continuous-wave
radiation.

In an interferometer, the relative delay can be tuned from a
positive value to a negative one by physically changing the two
replicas’ path-length difference. For example, in a Michelson’s
interferometer, this is performed by moving a mirror in one
arm of the interferometer. As indicated in figure 1, by inserting
in the beam-path a birefringent block comprising a couple of
birefringent wedges with the same apex angleα, we can repro-
duce the same behavior. Then, by varying the insertion of one
of the two wedges through a motor, it is possible to tune the
material’s effective thickness, hence the relative delay between
the two replicas. The motor is a precision linear stage, and the
second wedge moves along a direction x in figure 1 with an
angle of 90◦ − α with respect to the light beam. This is neces-
sary to keep the gap constant in between the two crystals while
moving the second wedge.

Adding in series the first and the second birefringent ele-
ments, we can build the CPI. As shown in figure 1, the two
blocks’ optical axes are orthogonal to each other. In this way,
we can vary the delay from positive to negative delay. Indeed,
considering the position x = 0 to be the one corresponding
to an equal thickness of block A and B (hence a zero-path-
length difference between the vertical and horizontal polar-
ization), the relative optical delay between the two replicas is
given by:

τ =
Δn(ν)x sin α

c
. (1)

It is important to note that this delay is independent of the
beam size. This will be of crucial importance when dealing
with image formation. However, this is not true for a beam that
travels inside the interferometer with a different propagation
angle.

Since the birefringence of the crystal is frequency-
dependent also the delay depends on it. This marks a dif-
ference with respect to double-beam interferometers made of
mirrors (Michelson and Mach–Zehnder). We will discuss the
consequences in the next section.

Block B’s gap should be typically minimized to avoid chro-
matic dispersion and loss of interference modulation down to
approximately 1 mm. However, the gap shown in figure 1 does
not introduce any appreciable channel fringing due to interfer-
ence between the main and the forward reflected beam. This
is because the optical delay between the two beams is way
more than the maximum optical delay introduced by this CPI.
Moreover, these beams are shifted by a non-negligible amount
considering the typical coherence diameter of spatially inco-
herent sources such as the one employed in the applications
described in this manuscript and they cannot appreciably inter-
fere. In general, these reflections can be minimized by using an
anti-reflection coating or by tuning the alignment of the CPI,
especially of block B’s wedges.

2.2. Differences with respect to a Michelson’s
interferometer

In a Michelson’s interferometer, the electromagnetic radiation
is split into two beams by a beam-splitter. The two replicas
travel along distinct paths (arms), and after bouncing back into
two mirrors, they recombine into one beam interfering at the
sample or detector. By moving one of the two mirrors, we can
change the relative path-length difference, introducing an opti-
cal delay between the two radiations. The following equation
gives the interference signal as a function of the delay as mea-
sured by a detector, and it defines the so-called interferogram:

I(τ ) = 〈
∫ ∣∣Ẽ(ν, t) + Ẽ(ν, t)e−i2πτν

∣∣2 dν〉, (2)

where Ẽ (ν) is the electric field of electromagnetic radiation as
a function of the frequency ν, the rhs addendum is the delayed
replica of the radiation, the integration along ν is performed to
take into account the spectral blindness of the detector, and the
angle brackets are used to indicate an average over time. This
interferogram represents an auto-correlation signal, and for
the Wiener–Khintchine theorem [12, 13] by doing a Fourier
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transformation, we obtain the spectrum:

S̃ (ν) =
∫

I (τ ) ei2πντ dτ.

Considering the previously described CPI, the formalism is
slightly different because, as highlighted in the equation (1),
the delay is frequency-dependent. To account for this depen-
dence, the equation (2) as to be changed into:

I(x) = 〈
∫ ∣∣Ẽ(ν, t) + Ẽ(ν, t)e−i2πτ (ν,x)ν

∣∣2 dν〉 =

〈
∫ ∣∣∣Ẽ(ν, t) + Ẽ(ν, t)e−i2πΔn(ν) sin αx

c ν
∣∣∣2 dν〉,

(3)

where we introduce the explicit dependence of the delay from
the frequency ν and the wedge position x. As a result, the
interference signal is now dependent on x.

If a one by one relationship between the birefringence
Δn and the frequency ν is granted, the Wiener–Khintchine
theorem [12, 13] still holds, and we can compute the spectrum
as:

S̃( f x) =
∫

I(x)ei2π f x x dx, (4)

where f x is the spatial frequency. This variable is the Fourier
pair-variable of x, and it shares the same dependencies on the
parameters of the CPI, namely on Δn and on α. Therefore,
we need to convert the spectrum S̃( f x) into the correspond-
ing S̃(ν). This can be done by an abscissa conversion from
the spatial frequency f x to the optical frequency ν (a spectral
calibration of the device) and a Jacobian conversion to ensure
energy conservation.

It is important to note that the level of accuracy and stabil-
ity reached by this common-path device is very high compared
to a common Michelson’s interferometer due to the uncorre-
lated mechanical vibrations of the two mirrors and the dif-
ficulty in maintaining the required alignment of the moving
mirror within a range of few μrad. Indeed, in the CPI, the two
replicas travel along the same path and experience the same
perturbations from the environment. Therefore, the absolute
arrival path of the two changes but not the relative path dif-
ference, which is the crucial factor in FT spectroscopy. The
relative delay accuracy of the CPI is demonstrated [8] to be in
the order of few attoseconds.

The stability of the interferometer is exceptionally high.
This is due to a de multiplying factor that decreases the effec-
tive path length change in response to a moving wedge move-
ment along the x axis. Indeed, in a Michelson’s interferometer,
moving one mirror by an x amount increases the path length
difference by two times this quantity (2x). In the CPI, moving
the wedge by an x amount introduces a path length difference
ofΔn sinαx. The ratio between the two path length differences
is 2/Δn sinα, which is typically in the order of 100–120.
Therefore, a positioning error introduces an uncertainty in the
interferometric delay, which is two orders of magnitude less
than the one of a Michelson’s interferometer.

Figure 3. Three curves are plotted for different scan lengths (10, 20
and 30 mm) of the interferometer. Birefringent material: alpha-BBO
(α-barium borate, BaB2O4).

2.3. Spectral resolution

In an interferometer, the maximum scan position of the device
determines the spectral resolution. The longer the distance
between this position and the zero delay, the better the spectral
resolution. The spectral resolution is related to the maximum
excursion by [14]:

Δν = 0.605
1

τmax
, (5)

where Δν is the spectral resolution and τmax is the maximum
delay of the interferometer. Alternatively, in the wavelength
domain:

Δλ = 0.605
λ2

τmaxc
= 0.605

λ2

Δnxmax sin α
, (6)

where Δλ is the spectral resolution expressed in the wave-
length domain. The spectral resolution has a similar λ2 depen-
dency on the light wavelength as Michelson’s interferometer,
but another smaller spectrally dependent contribution comes
from the birefringence of the used crystalline material.

As an example, figure 3 displays the variation of the spec-
tral resolution across the transmission range of the birefringent
crystal. It shows three different curves for a 10 mm, 20 mm,
and 30 mm interferometer excursion range. Since the operat-
ing range of the interferometer is remarkably big, the spectral
resolution changes considerably.

2.4. Spectral calibration

The CPI’s spectral calibration is a procedure that converts the
spatial frequency axis f x to the optical frequency one ν. Math-
ematically, the aim is to find a relationship F so that v = F( f x).
To retrieve this transformation, we can consider a monochro-
matic light beam of frequency ν. By moving one of the two
birefringent wedges and recording the interference signal’s
intensity as a function of the position x, we can measure the
interferogram I(x).
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Figure 4. This map was measured with a dispersive spectrometer
placed at the exit of the interferometer, and it shows the output
spectrum as a function of the wedge position. Each column of this
map corresponds to an interferogram at a specific optical frequency.

Since we are dealing with a monochromatic beam, accord-
ing to the equation (1), the recorded signal will be a
perfect sinusoidal wave with a spatial period X between each
consecutive peak of the sinusoidal function given by:

X =
c

Δn(ν) × sin α× ν
. (7)

By doing a Fourier transformation of this signal, we retrieve
a spectrum that peaks at a correspondent spatial frequency f x,
found to be:

f x =
Δn(ν) × sin α× ν

c
. (8)

This equation is valid for each pair { f x, ν} and can be mea-
sured experimentally by employing a broadband light source
and measuring for each position of the moving wedge the light
spectrum after the propagation inside the interferometer.

By stacking together the spectra row by row, we can build
a map such as the one in figure 4, where each column repre-
sents the sinusoidal interferogram of the corresponding optical
frequency read in the abscissa axis. By performing a Fourier
transformation column by column, we can retrieve the inten-
sity map in figure 5. The map’s intensity peaks forming a
curve, which is indeed a visual representation of the measured
relationship shown in equation (8). The white circles underline
the theoretical curve obtained from the equation (8) by insert-
ing the measured α value and the employed material’s bire-
fringence from its tabulated Sellmeier equations. As expected,
the overlap between the two is excellent.

Inverting the equation (8), we found mathematically the
relationship F we were looking for as:

ν = F( f x) =
c × f x

Δn( f x) × sin α
. (9)

From it, we can convert from the spatial frequency axis fx ,
which is the natural axis of the CPI, to the optical frequency
axis.

This conversion is experimentally done using the map in
figure 5 as a look-up table between the two-frequency axis.

Figure 5. This intensity map shows the result of a
column-by-column Fourier transformation of the measured map of
figure 4. The circles underline the curve, derived using the formula
(8). This intensity map is used as a look-up table to convert from
spatial to optical frequencies.

This procedure can be done by a polynomial interpolation
where the aim is to find a set of polynomial coefficients {Pi}
such as ν = F( f x) =

n∑
1

Pi f i
x . Or by a more complex piece-

wise linear interpolation. This calibration procedure is only
dependent on the chosen birefringent crystal and its geometri-
cal shape, namely the wedge apex angle value. In the absence
of a spectrometer, especially in the infrared spectral ranges
where they are expensive, it is possible to use the same spectral
calibration procedure utilizing a set of interferential filters by
measuring several known laser lines or by using a spectrally
calibrated sample.

2.5. Intensity calibration

After the spectral calibration procedure explained in the last
section, it is also essential to perform an intensity calibration
procedure. Indeed, to ensure energy conservation, we need to
impose that S̃( f x)d f x = S̃(ν)dν or equally [15]:

S̃(ν) = S̃( f x)
d fx

dν
. (10)

To evaluate the differential form in the last equation, we
need to consider the equation (8) again, thus obtaining:

d f x =
dΔn(ν)

dν
ν sin α

c
dν +

Δn(ν) sin α

c
dν, (11)

by inserting this result into the equation (10), we arrive at the
following relationship:

S̃(ν) = S̃( f x)

(
dΔn(ν)

dν
ν sin α

c
+

Δn(ν) sin α

c

)
. (12)

It is important to note that this intensity calibration does
not play a role when the physical entities to be measured
are expressed as ratios (transmittance, absorbance, reflectance,
etc) since the numerator and denominator corrections can-
cel each other. Since the correction is strongly wavelength-
dependent, the effect is especially evident when the light’s
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spectral range is broad (e.g., thermal radiation), while it is neg-
ligible when a narrowband source is measured (e.g., a laser).
The birefringence as a function of the optical frequencyΔn(ν)
that appears in the expression (12) can be experimentally mea-
sured by acquiring the calibration map of figure 5. Then it is
numerically extracted by inverting the relationship (9).

2.6. Interferometric calibration

In the interferometric approach, the detector measures the
interference signal as a function of the position. Then, an
FT retrieves the spectrum. Considering the CPI, an opti-
cal encoder, built-in the linear stage, measures the moving
wedge’s position. The result has high accuracy at the lin-
ear stage level, but the values might differ from the moving
wedge’s real position. This is generally due to imperfections
of the wedge mounting, reproducible errors in the encoder
readings, and of the linear stage. To solve this issue, we can
measure the interferometer’s correct position values from a
narrowband laser source’s interference signal. Notably, due to
the high reproducibility and accuracy of the CPI, we need to
perform this procedure once. Then, its result works for all the
following measurements. Indeed, a pure sinusoidal function
describes the interferogram of a monochromatic light source
entering the interferometer:

yn = cos(a · xn), (13)

where the subscript n indicates the sampling steps. a is the
angular frequency corresponding to the optical frequency of
the monochromatic wave and xn is the correct position. The
interferogram measured with the CPI as a function of the posi-
tion as read by the optical encoder slightly deviates from a
pure sinusoidal function. This is because the position reads
are not accurate enough. However, from the measured inter-
ferogram, we can retrieve the correct interferometric position
axis. Indeed, the equation (13) can be recast as:

yn =
1
2

(
eiaxn + e−iaxn

)
. (14)

In the spectral domain, this equation becomes:

y( f ) =
1
2

[
ei2π( f+a) + ei2π( f−a)

]
(15)

filtering out the negative frequency term and performing an
inverse FT, it is possible to isolate the first complex exponential
of the equation (15): by isolating only one of the two exponen-
tial terms, we can easily retrieve the correct position from the
phase of yn.

To show this method’s capability, we used a He–Ne laser as
a monochromatic light source, and we retrieved the calibrated
position array xn. Figure 6(A) shows the result, where the posi-
tion deviation between the calibrated and the measured one is
plotted with respect to the interferometer position.

The position error is around 4 × 10−2 μm over the whole
scan range of the interferometer. Figure 6(B) shows how
this calibration impacts the spectral accuracy of the mea-
surement. The He–Ne laser spectrum is computed using the
calibrated axis, or the position axis read from the motor

Figure 6. (A) This figure shows the position deviation as retrieved
with the interferometric calibration algorithm with respect to the
interferometer position as read by the encoder. (B) Spectrum of
He–Ne laser source computed using the calibrated axis, or the
position axis read from the motor encoder.

encoder. Notably, the reduction in the background level is as
high as 200 times. Remarkably, the position deviation pattern
remains stable across multiple scans. This clearly shows that
the positioning error is highly reproducible. Therefore, once
the position deviation is measured, it is possible to correct the
encoder position values without keeping an inline reference
laser.

3. Fluorescence spectroscopy

In fluorescence, a molecule absorbs light from a source, and
then after some typical time called fluorescent lifetime, it emits
light at longer wavelengths. This phenomenon carries informa-
tion in the excitation, emission, and temporal behavior. There-
fore, it can be used to identify and observe quantitatively the
different chemical species comprising the sample. It is widely
used in academia and industry thanks to its high sensitivity,
simplicity, and specificity.

Figure 7 represents the typical scheme describing the fluo-
rescence emission process. This kind of scheme is typically
called Jabłoński diagram in honor of the pioneering works
of the Polish physicist Aleksander Jabłoński in the molecu-
lar spectroscopy and photophysics fields [16]. As depicted in
the scheme, the first step of the process is the absorption of a
photon from the incoming radiation. As a result, the fluores-
cent molecule is excited and leaves its ground electronic state
in favor of one of the various vibrational levels in the excited
electronic state. After the excitation, collisions and interaction
with other molecules comprising the sample cause the excited
molecule to exchange its energy with the environment with the
effect of losing its vibrational energy, and the molecule rapidly
drops down to reach the lowest vibrational state of the excited
electronic state. After some time, the fluorescence emission of
a photon occurs from this vibrational state, and the molecule
gives in this way part of its energy to the fluorescence elec-
tromagnetic field. As a result, the molecule reaches one of the
various vibrational levels of the ground electronic state. This
process is intrinsically stochastic, and the molecules may drop
down into any of several vibrational levels in the ground state
with a different probability described by the laws of quantum
mechanics. Consequently, for the energy conservation law to
hold, the emitted photons will have different energies, hence
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Figure 7. Energy scheme of the fluorescence emission, the so-called
Jabłoński diagram.

frequencies. Therefore, as an example, it is possible employ-
ing a spectrometer to analyze the intensity of the fluorescence
emission at different frequencies and access to the structure of
the different vibrational levels of the molecule.

3.1. Measurement of excitation–emission-matrix (EEM)
maps

Fluorescence spectroscopy is a powerful technique for the
physical and chemical analysis of solids, liquids, and nanos-
tructures [17]. It has a high sensitivity down to the single-
molecule limit [18] and a broad range of applications. It has
been used in biology and medicine [19], for food quality
assessment [20], for environmental analysis [21], for crime
scene investigation [22], and to monitor artworks conserva-
tion [23]. There are mainly two techniques to analyze the
sample fluorescence spectrally. In emission fluorescence spec-
troscopy, the excitation wavelength is kept fixed, and the
detection wavelength varies.

Figure 8 shows that this technique detects the emission from
the lowest vibrational state of the excited electronic state to
the vibrational levels of the ground electronic state and gives
information on the latter. We can extract structural informa-
tion about the molecules in their excited state. Differently, in
a fluorescence excitation measurement, the detection wave-
length is fixed, and the excitation wavelength is varied across
a region of interest. This technique gives information on the
vibrational levels of the excited electronic state. Since with this
technique we extract information about the excitation behav-
ior of the fluorescent molecules, and the excitation happens
when the molecules are in their ground state with this tech-
nique, it is possible to extract information on the molecular
structure of the emitters when they are in the ground state,
the most probable one. Both techniques are useful tools to
analyze samples, and it is possible to combine the two into a
single one by measuring the emission spectrum of the sample
at each excitation wavelength and combining them all into a
so-called EEM map. These EEM maps are handy tools, and,

Figure 8. (A) Emission fluorescence spectroscopy setup (top).
Energy scheme of the involved transitions (bottom). (B) Excitation
fluorescence spectroscopy setup (top). Energy scheme with the
involved transition (bottom).

as an example, they are used to study energy transfers between
fluorescent molecules [24]. Since EEM maps provide informa-
tion on the excitation and emission behavior of the sample, we
can use them to disentangle the contribution of different chem-
ical species to the emission of the sample both in gas [25, 26]
and condensed phase [20, 21, 27–30]. This information is ben-
eficial in quality control or food and environmental analysis
[20, 21, 27]. However, the excitation wavelength scan requires
bulky monochromators, and only a small portion of the light
reaches and excites the sample. This leads to long integration
times. For this reason, a broadband interferometric technique
has been recently developed [31–33]. This solution combines
the many advantages of Fourier-transform spectroscopy to the
ability to excite the sample with all the wavelengths simulta-
neously, resulting in low integration times and accurate exci-
tation spectra. The interferometric approach has been used by
Hirschberg et al using a double beam interferometer and a pho-
tomultiplier tube to detect the sample fluorescence [31]. Peng
and collaborators used this approach to measure the fluores-
cence excitation spectra and the dependence of the fluores-
cence lifetime to the excitation wavelength [34]. Piatkowski
and colleagues used the interferometric method to investi-
gate single molecules’ peculiar excitation spectra compared to
the ensemble emission [33]. Anzai et al pioneered using the
interferometric approach to record the EEM maps of fluores-
cent samples [32]. The interferometric measurement of these
maps is challenging because it requires measuring an emission
spectrum for each interferometer delay. The delay must be sta-
bilized and kept fixed for all the integration time needed to
measure the emission. This means that the interferometer’s
path-length difference must not fluctuate during the mea-
surement of more than a few tenths of the excitation wave-
length. This is especially hard using visible and ultraviolet
excitation light sources. This is the main reason that pre-
vented using an ordinary double-beam interferometer such as
a Michelson’s one to measure EEM maps. Anzai et al bril-
liantly circumvented this issue by using a tandem Fabry–Perot
interferometer.

In this setup, one Fabry–Perot interferometer is kept fixed,
while the other one varies its cavity length. This generates a
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variable beating in the incoming light, effectively modulating
the excitation light. This approach is compact and straight-
forward, but it has many drawbacks. The presence of high-
frequency spectral fringes spoils the signal. These fringes are
intrinsic in the method and result from the spectral inter-
ference inside the Fabry–Perot cavity. The variation of the
tunable Fabry–Perot interferometer’s cavity length is limited
to a few tens of microns. This affects the system’s spectral
resolution, limiting its use in the analysis of congested flu-
orescence spectra. The motor that moves the mirror in the
Fabry–Perot cavity must have a nano-metric resolution and
accuracy, increasing the system’s cost and complexity. The
use of two Fabry–Perot interferometers comprising of four
transmitting mirrors decreases the light throughput of the sys-
tem. This is critical because the light throughput is crucial
and determines the final sensitivity of the instrument. Since
the known technique shows limitations in resolution, stabil-
ity, and light throughput, we developed a new setup com-
prising the previously described common-path birefringent
interferometer.

3.1.1. Measurement principle. In the interferometric tech-
nique, the excitation light coming from a broadband source
passes through an interferometer. The interferometer generates
two interfering replicas of the incoming light separated by a
controllable delay. After the interferometer, the light pair inter-
feres, and as a result, the output light spectrum is variably mod-
ulated depending on the delay imposed by the interferometer.
This is especially evident by analyzing the interference signal
of two identical fields in the frequency domain. We already
introduced it as the argument of the equation (2), reported here
for convenience:

∣∣Ẽ(ν) + Ẽ(ν)e−i2πτν
∣∣2 (16)

by computing the magnitude squared, we obtain:

2
∣∣Ẽ(ν)

∣∣2 + 2R
{∣∣Ẽ(ν)

∣∣2 e−i2πτν
}
. (17)

Furthermore, by computing the real part, we obtain:

2
∣∣Ẽ(ν)

∣∣2 + 2
∣∣Ẽ(ν)

∣∣2 cos(2πτν). (18)

The output light spectrum is therefore modulated in the
spectral domain with a variable period 1/τ . Figure 4 shows
a map obtained by stacking together many spectra (recorded
by a spectrometer), each at a different delay (position of the
interferometer). As we can see by looking at the map column-
wisely, each frequency has a different modulation period in
the interferometer position axis. By performing an FT column
by column, we can calculate this modulating period for each
wavelength, as shown in figure 5. If we consider a fluorescent
sample absorbing at a specific wavelength, its fluorescence
emission will be linearly dependent on the electromagnetic
field’s intensity at that excitation wavelength. Therefore, if we
use the light at the interferometer’s output to excite the flu-
orescent sample since the excitation intensity is periodically
dependent on the interferometer’s delay, the sample emission
intensity will be identically dependent on the delay. Thus, it

Figure 9. This figure shows a basic scheme of the developed
EEM/absorption spectrometer. Reproduced with permission from
[35]. © 2017 Optical Society of America.

is possible by recording the emission intensity of the sample
as a function of the delay to retrieve the information on the
excitation behavior of the sample. We can accomplish this by
performing an FT of the fluorescence emission intensity as a
delay function. Hence, the result highlights the contribution of
each excitation wavelength to the fluorescent emission.

3.1.2. Experimental setup. Figure 9 shows the experimen-
tal setup of the developed EEM/absorption spectrometer [35].
The light from a broadband source passes through the inter-
ferometer and excites a fluorescent sample. The emission light
is collected at 90◦ to reject the excitation light collection that
otherwise overwhelms the weak fluorescent emission. Finally,
the collected light is focused on a grating-based spectrom-
eter. Thanks to the interferometer’s common-path nature, it
was possible to excite the samples with both a coherent and
an incoherent light source [35]. A 50% beam splitter located
at the exit aperture of the interferometer splits the intensity
into two paths. The reflected beam is focused on a photodiode
(PD2), measuring the reference interferogram Iref(τ ), while
the transmitted one is focused on the sample contained in a
1 cm thick quartz cuvette. The light transmitted by the sample
is focused on another photodetector (PD1, identical to PD2),
measuring the transmission interferogram Itrans(τ ). The fluo-
rescence emission, collected at 90◦, collimated and focused on
a grating-based spectrometer measuring the delay-dependent
fluorescence spectrum Ifluor(τ , f2), where f2 is the emission
frequency. By computing an FT of the delay-dependent flu-
orescence spectrums with respect to τ , one obtains the two-
dimensional EEM map Ĩfluor( f1, f2). A reference measurement
with a pure solvent in the cuvette holder is often required to
retrieve A( f1), as described by [36]. This is due to differences
in the two detector’s responsivities, PD1 and PD2, and further
losses (mainly Fresnel reflections) along the two optical paths.
This allows us to compute a frequency-dependent calibration
curve c(ω1) so that the absorption spectrum is:

A( f1) = − log

(
c( f1)̃Itrans( f1)

Ĩref( f1)

)
. (19)

Where Ĩtrans( f1) and Ĩref( f1) are the result of a Fourier transfor-
mation of the signal Ĩtrans(τ ) and Ĩref(τ ), respectively.

The reference path’s presence is also useful to some extent
to reject the noise coming from the light source intensity
fluctuations.
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Figure 10. (a) Zoom of the interferometric map of the mixture of
the dyes Nile Blue and IR820 as a function of emission wavelength
and interferometer position x. The complete map is composed of
800 emission spectra acquired at a different delay. The delays were
equally distributed in a 4 mm interferometer excursion range. The
integration time for each emission spectrum was 1 s. The full map
was acquired in 800 s (b) 2D EEM map as a function of excitation
and emission wavelengths, obtained by performing the FT of the
map in (a) with respect to x. This map is calibrated both in intensity
and spectrally. The employed light source was a supercontinuum
fiber laser (NKT Photonics model SuperK Extreme EXW-12).

3.1.3. Results. EEM maps show their potential when applied
to a mixture of fluorescent chemical species. These kinds of
maps can be used to disentangle the contributions of each emit-
ter. This is true also when the absorption or the emission of
several species overlaps. For this reason, we measured a mix-
ture of two dyes, Nile Blue and IR820 dissolved in methanol.
The absorption spectrum of the used mixture was measured
by a commercial spectrometer showing a maximum optical
density for the two dyes of 0.1 and 0.45, respectively. These
optical densities were chosen to compensate for the different
fluorescence quantum yields of the two dyes, thus matching
the emission intensities.

Figure 10 shows the measurement result. The map in the
left part of figure 10 is the interferometric map composed
by stacking together several emission spectra at a different
delay of the interferometer. It is evident how two interference
patterns dominate the map. The first one is located around
λ2 = 650 nm in the emission wavelength axis, and it belongs
to the Nile Blue contribution. The other at λ2 = 850 nm is
related to the IR820. The two patterns have different periodici-
ties along the interferometer’s position axis, highlighting their
different excitation behaviors.

Indeed, the map in the right part of figure 10 shows the
resulting EEM after a column by column FT has been per-
formed. Each column has been normalized for the excita-
tion source spectrum. Despite the two dyes absorptions being
partially overlapped, the map disentangles the two chemical
species’ contributions. As expected, the two intensity peaks are
located at longer wavelengths with respect to their excitations,
so the two dyes’ contributions are located below the map diag-
onal. A small portion of the IR820 intensity peak is exceeding
the diagonal line. This is an artifact due to the limited excursion
range employed. We could not demonstrate any energy transfer
process in the solution. This is because the two dyes’ concen-
tration inside the solution was too low to guarantee a distance

between the donor–acceptor pair, which was sufficiently small
for the effect to be visible. Moreover, it is essential to note that
the spectral overlap between the donor emission and the accep-
tor absorption is low, lowering the energy transfer process’s
yield.

The system has clear advantages with respect to existing
wavelength scanning technologies being faster, more compact,
and more straightforward. This is determined by the large
entrance aperture of the CPI and the use of all the source light
spectrum to excite the sample and not only a small portion of
it.

3.2. Single-molecule EEM

Single-molecule spectroscopy (SMS) techniques are unique
tools able to reveal quantitative properties of single emitters
and local nanoscopic environments. This degree of informa-
tion is usually lost when bulk samples are measured. Substan-
tial technological improvements have changed a lot the SMS
field in the last two decades. However, measuring excitation
spectra of individual molecules, especially at lab temperature,
still poses a significant challenge. To solve this problem, we
applied the CPI to a single molecule spectroscopy setup. We
use a CPI and broadband excitation to simultaneously mea-
sure the fluorescence emission and excitation spectra. We used
the technique to measure room-temperature excitation and
emission spectra of individual terrylene diimide molecules.

3.2.1. Experimental setup. Figure 11 shows a schematic of
the experimental setup. A broadband supercontinuum source
excites the sample. The excitation light passes through a CPI
(GEMINI, NIREOS s.r.l.) that modulates its spectrum. A short
pass optical filter filters the light before entering the confocal
microscope. The objective focuses the light on the sample, and
it collects the emission. A long-pass filter rejects the excitation
light and selects only the weak fluorescence emission. Finally,
a flip mirror reflects the emission toward a nitrogen-cooled
spectrograph or a time-correlated single photon counting sys-
tem (TCSPC). This last branch of the setup is composed of
two avalanche photodiodes and a 50:50 beam-splitter. It was
used to measure time-resolved excitation map, acquire spatial
maps of the sample, localize the emitters, and perform photon
anti-bunching tests to demonstrate single-molecule emission.

3.2.2. Results. To demonstrate the experimental setup’s
capability, we measured EEM and time-resolved excitation
maps of terrylene diimide. We selected this sample because
of its high stability at room temperature and good quantum
efficiency. The details on sample preparation and experimen-
tal setup can be found in reference [37]. Figure 12 shows the
experimental results. We measured a single-molecule fluores-
cence emission spectrum at each step of the interferometer.
Panel (a) of figure 12 shows the interferometric map obtained
by stacking together all these spectra. By performing a Fourier
transformation row by row, it is possible to retrieve the exci-
tation–emission map shown in figure 12(B). It is important
to note that it was impossible to measure the full emission
and excitation axis simultaneously. This is because of the
small Stokes shift of the terrylene diimide molecules. Indeed,
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Figure 11. Experimental setup used to measure EEM maps of single
molecules at room temperature. The top right part shows an image
of the sample obtained by raster scanning while measuring the
avalanche detector signal. Each bright spot highlights a single
molecule.

Figure 12. (A) Interferometric map built by stacking together all the
emission spectra correspondent to each specific interferometer
position. (B) EEM map of a single terrylene diimide molecule at
room temperature. The map was cut in the emission axis at
14 000 cm−1 by using a filter because of the small Stokes shift of the
molecule. (C) Time-resolved excitation map of the same single
molecule.

figure 12(B) shows the full excitation axis, while the emis-
sion ends at 14 000 cm−1. Panel (c) of figure 12 displays
the time-resolved excitation map of the single molecule. The
TCSPC system measures a complete time-decay curve for each
delay of the interferometer. A simple FT of the map along the
interferometer’s position axis produces the map of the panel
(c).

Figure 13 displays a representative selection of excitation
and emission spectra for different chemically identical sin-
gle molecules. As it is possible to see, every single molecule
has peculiar spectral features in both the excitation and
emission axis. Namely, it is possible to extract meaningful
statistical information about the distribution of the transition
levels, the linewidths of spectral peaks, and the Stokes shifts.
This high variability is usually missed when looking at the
ensemble level. It gives precious information about single-
molecule interactions with the nanoscopic local environment.
It is important to note that the presented technique applied
to SMS can be less sensitive than the wavelength scanning
ones to single molecules’ blinking. Indeed, if blinking occurs
while performing an excitation wavelength scan, the resulting

Figure 13. Panel (A) visualizes several emission (red) and
excitation (green) spectra of terrylene diimide molecules. These
spectra were directly extracted from the EEM matrices. (B) A
statistical representation of the distribution of transition frequencies.
(C) This figure shows a representation of the distributions of 0–0
transition linewidths for the emission (red) and excitation spectra
(blue). (D) Distribution of Stokes shifts among the different
measured molecules.

spectrum is spoiled by low values at the wavelengths corre-
sponding to the scan time the blink has occurred. If the same
happens during the scan of the CPI, since the spectral infor-
mation is retrieved from all the steps’ contribution, the pertur-
bation introduces only some noise. This noise is evenly spread
across the spectrum.

3.3. Time-resolved fluorescence spectroscopy

The spectral study of fluorescence is a powerful and widely
used technique. This is due to its simplicity and the very high
sensitivity of commercially available detectors, in some cases,
capable of detecting single photons. However, fluorescence
carries information not only in the spectral domain but also in
the temporal one. Sometimes, the study of fluorescence time
dynamics can retrieve information about the sample that is not
available from spectroscopic data alone. This is especially true
for congested samples or when it is crucial to discriminate the
emitters of interest from other chemical species’ backgrounds
or emissions. However, the temporal behavior to be recorded is
typically very fast, posing significant technological challenges.
The typical fluorescence decay duration of organic emitters is
from a few hundred picoseconds to a few hundred nanosec-
onds. For this reason, it is tough for existing electronic devices
to record this decay from a single excitation event. This is
because a reasonable amount of samples are needed to resolve
the typical exponential fluorescence decay. For this reason, the
sampling rate of the acquisition system must be in the order of
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some tens of giga-samples per second. Moreover, we need to
consider that the fluorescence signal might be so low to con-
sist only of single photons per excitation event. In this case, the
discreteness of the signal itself prevents the analog sampling
of the decay. This is the typical case of SMS.

Many techniques have been developed to acquire the flu-
orescence signal as a function of time. They have different
levels of temporal resolution. The fastest methods use an ultra-
short laser pulse to perform fluorescence gating [38, 39] or
upconversion [40–42], enabling a resolution of hundreds of
femtoseconds. However, the experimental complexity of these
methods is very high, and the sensitivity is reduced. When the
temporal requirements are not so high, it is possible to use
streak cameras [43, 44]. These devices permit a high tempo-
ral resolution around a few picoseconds, but they are costly
and fragile instruments. Another solution to measure this fast
decay is similar to the one used by English-American pho-
tographer Edward James Muggeridge to make sense of the
galloping horse’s motion in 1878. The idea is to use periodic
excitation from a fast, impulsive light source and to collect for
each excitation cycle the relative time from excitation to the
detection of a single emission event. By recording these start-
stop times for many cycles, thus for many different events, it is
possible to reconstruct the sample temporal behavior. This is
performed with the same result as possible using an ideally fast
enough electronic acquisition system, used to follow the decay
of a single excitation event. This technique is called TCSPC
[45, 46] and permits a temporal resolution down to a few tens
of pico-seconds. It is based on the accurate cyclic timed acqui-
sition of single photons from the fluorescence emission with
respect to the excitation pulse. Figure 14 presents the operating
principle, an impulsive excitation with a specific repetition-
rate, excites the sample. The time between each excitation
pulse and the detection of a photon emitted after the flu-
orescence de-excitation is recorded. A histogram visualizes
these times revealing the temporal fluorescence decay of the
sample.

Unfortunately, single-photon detectors and electronics have
a so-called dead time in which, typically for some tens of
nanoseconds, they cannot detect other photons. For this rea-
son, TCSPC systems permit only one photon count per single
excitation cycle. This prevents uneven registration leading to
the over-representation of early fluorescence photons. How-
ever, since it is possible to count only one event per cycle, it is
important to keep low the probability of detecting more than
one photon per excitation [47]. This is because if more than
one photon is generated per cycle, only the first one will be cor-
rectly counted. This introduces artifacts in the measured tem-
poral histogram. The early photons have more probability of
being registered, and they are over-represented in the measured
fluorescence decay, thus invalidating the result. For this reason,
the excitation power is reduced to a level in which the probabil-
ity for the detector to measure more than one photon per cycle
is low. Typically, the fluorescence photon count rate must be
at most 1% of the excitation’s repetition rate. Thus, only one
in a hundred excitation pulses should generate a fluorescence

Figure 14. Basic principle of the TCSPC method. The time between
each excitation pulse and the detection of a photon emitted after the
fluorescence de-excitation of the sample is recorded repetitively.
After N excitation/emission cycles, all the start–stop times are
stacked and represented in a histogram. This histogram reveals the
temporal fluorescence decay of the sample.

photon detection event. To have a good signal-to-noise, a his-
togram typically contains millions of events, the typical acqui-
sition time of a single time trace is in the order of seconds. It
is important to note that typically, the excitation light source’s
repetition rate determines the maximum possible duration of
the time decay to be measured. This is because the TCSPC
electronics detect only the relative time between an excita-
tion laser pulse and a photon’s measurement by the single-
photon detector. The time difference cannot exceed the light
source repetition period. Indeed, after a new excitation light
pulse is detected, the TCSPC start–stop time starts again from
zero. Therefore, the detected photon is incorrectly assigned to
belong to the lastly detected excitation pulse.

3.3.1. Measurement time-resolved photoluminescence
(TRPL). For complex samples, the temporal information
alone is not sufficient to study the whole fluorescence
behavior. It is possible to combine the temporal and spectral
information by placing a monochromator in front of the
detector and collecting a series of histograms corresponding
to different emission wavelengths. Then, these histograms
can be grouped into a map creating a so-called time-resolved
emission spectra (TRES). It is also possible to proceed in
parallel, increasing the setup’s complexity and cost, using
a single TCSPC module coupled with a discrete set of
single-photon detectors. These detectors are usually arrays of
photo-multiplier tubes or single-photon avalanche detectors.
Usually, an electronic router assigns each photon detection
event to the proper channel. Therefore, it is crucial to reduce
the amount of light to limit the possibility of two channel
simultaneous detection [48]. There are commercially available
TCSPC systems that can have multiple independent channels
to overcome this problem, but the cost of these systems rapidly
scales up. Moreover, in this technique, a grating or prism
disperses the light, further reducing the amount of light that
reaches each detector channel. To overcome these methods’
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Figure 15. Schematic representation of the experimental setup.

limitations, we developed a new detection scheme combining
a single counting detector and a TCSPC board to record the
temporal information and a CPI to measure the spectral one
[49].

3.3.2. Experimental setup. Figure 15 schematically repre-
sents the experimental setup. A pulsed narrow-band source
excites the sample fluorescence. A lens focuses the excitation
beam on the sample. A second lens, identical to the first one, is
placed at 90◦ with respect to the narrow-band beam to reject,
to some extent, the scattered light. The light passes through the
CPI and is focused by a lens and made to interfere at the single-
photon detector. The single-photon detector was connected to
a TCSPC system.

3.3.3. Measurement principle. For each step of the interfer-
ometer, the TCSPC system measures a fluorescent decay his-
togram. The measured decay traces are piled-up together to
form an interferometric map FL(x, T). Here, x and T are the
interferometer position with respect to the zero interferomet-
ric delay and the emission time, respectively. An FT as a
function of the x position retrieves the time-resolved emission
spectrum:

FL( f x , T) =
∫ xmax

xmin

FL(x, T)e−i2π f x x dx, (20)

where, fx is the spatial frequency and xmin, xmax are the start
and end position of the interferometer scan. All the previ-
ously described calibrating procedures are used to convert this
map to the final time-resolved emission map FL(λ, T) as a
wavelength function. A Jacobian conversion:

FL(λ, T) =
FL(ν, T)

λ2
(21)

was applied as a final step to convert from optical frequencies
to wavelengths [15].

3.3.4. Results. Figure 16 shows the measured interferomet-
ric map FL(x, T) of the NIST traceable Starna fluorescence
Green polymer. The sample was excited by using a picosec-
ond laser diode centered at 440 nm (LDH-P-C-440, Pico-
quant GmbH). The repetition rate was set to 40 MHz. A
variable attenuator attenuated the excitation beam down to

Figure 16. This figure describes the measurement principle to
obtain the Starna fluorescence Green polymer’s TRES map. (A) 2D
interferometric fluorescence map as a function of emission time and
position of the interferometer. (B) In solid orange, the fluorescence
interferogram, obtained by integrating the map in (A) along the
temporal axis. The orange circles indicate the under-sampled
interferogram composed of 64 data points. (C) TRES fluorescence
map as a function of detection wavelength and emission time,
obtained by FT of (A). (D) The cumulative spectrum of (C),
obtained by integrating the map along the vertical direction. (E) The
semi-logarithmic plot of two vertical cuts of map (C) corresponds
with the excitation laser and the prominent emission peak. The
orange circles are related to the under-sampled data set.

reach a 100 μW power level. A hybrid photomultiplier detec-
tor (PMA Hybrid 06, Picoquant GmbH) measured the flu-
orescence single-photon events. We programmed the CPI
(GEMINI, NIREOS s.r.l.) to perform a scan from −0.5 mm
to +0.5 mm comprising 194 position steps. The maximum
and minimum scan positions were selected to include all the
residual modulation at the interference signal’s tails. A Pico-
Harp300 TCSPC system (Picoquant GmbH) measures the
temporal histograms comprised of 65 536 bins of 4 ps reso-
lution. We set the acquisition time for each histogram to 5 s.
We chose a high number of points for visualization purposes
to show a nice-looking interference signal. We could have
reduced the number of points by more than three times for
the selected sample without losing spectral information. The
orange circles in (B) and (D/E) sub-parts of figure 16 show the
result of this decimation. It is important to note that perform-
ing this decimation does decrease the signal-to-noise ratio of
the measurement. This decimation was possible by noting that
the fluorescence emission bandwidth for the measured dye was
limited to a few hundred nanometers. In general, the theoretical
minimum number of samples is given by [14]:

N =
2(λmax − λmin)

Δλ
, (22)

where λmax and λmin are the minimum and maximum
wavelength, respectively. Δλ is the measurement spectral
resolution.

It is important to note that further data point reduc-
tions are feasible by sampling the interferogram only in
positive or negative positions. This is possible by notic-
ing that the interferogram is a symmetric function. More-
over, thanks to the common-path geometry, the zero position
(the symmetric point of the interferogram) is known, and
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it is accessible with high reproducibility and accuracy.
Figure 16(B) displays the interferogram of the fluorescence
emission. The interferometric contrast M defined as:

M =
Imax − Imin

Imax + Imin
, (23)

where Imax and Imin are the maximum and minimum intensi-
ties, peaks at 90% despite the spatially incoherent nature of the
emission.

Figure 16(C) shows the sample time-resolved emission
spectrum (TRES) as obtained by performing a row-by-row FT.
Figure 16(D) shows the cumulative emission spectrum. The
sample emission has a maximum at 483 nm and two shoul-
ders at 515 nm and 555 nm, respectively. A small contribution
due to the laser excitation is visible at 440 nm. This is due to
scattering inside the solid sample. The semi-logarithmic plot
of figure 16(E) displays two vertical cut profiles of the TRES
map corresponding to the blue and red lines in (C). The red
curve corresponds to the scattered laser light and shows a sharp
temporal behavior. Its FWHM is around 80 ps highlighting the
minimum instrument temporal response. The blue curve cor-
responds to the peak of the fluorescence emission at 483 nm
and shows a monoexponential decay with a time constant of
5.3 ns.

3.3.5. Discussion. The developed setup has several advan-
tages compared to available dispersive techniques based on
a monochromator (serial acquisition) or a spectrograph with
several detectors (parallel acquisition). Indeed, the presented
interferometric technique uses only a single detector, signif-
icantly reducing single-photon multichannel detector arrays’
technological constraints. In general, single element detectors
are faster and more sensitive than their counterparts placed
inside a linear array. Indeed, it is a significant technological
challenge to manufacture large quantities of fast and sensitive
detectors and place them contiguously to employ a grating or
prism dispersive effect. This is mainly because these detec-
tors typically require bulky multi-stage cooling systems to
reduce spurious dark counts. Furthermore, a trade-off between
spectral resolution and spectral range is always present in the
parallel approach [50]. Moreover, these spectral parameters
can be changed only by changing the physical parts of the
instrument. The number of single-photon detectors in a one-
dimensional array is limited to a few tens of units, and the cost
scales dramatically with their number. The use of multiples
detectors requires to use calibrating procedure and known ref-
erence samples to compensate for the different efficiencies in
the spectral channels. Each detector must be properly synchro-
nized to the others to assure a constant zero time throughout the
spectral channels. Using a single-pixel detector, it is possible
to use large active areas, greatly enhancing the instrument’s
sensitivity. Instead, the usable bandwidth of the CPI is very
broad and limited only by the transmission of the used bire-
fringent crystals. It is usually restricted only by the employed
single-photon-detector spectral responsivity. The spectral res-
olution can be varied by the user, simply by increasing or
decreasing the interferometer’s scan range. Dispersive tech-
niques require an entrance slit with a width of a few tens of

Figure 17. This figure shows the result of the sensitivity test. The
background level indicates the number of dark counts while the
excitation laser is turned off. The dotted line is a fitting curve
highlighting the expected sensitivity behavior. The S/N = 2 value is
reached for a remarkable pico-molar concentration level.

micrometers, which affects the light throughput, hence the sen-
sitivity. Instead, the throughput of the CPI is very high since
the entrance aperture is large, easily reaching 10 mm, and the
light path inside the device is short, down to few centimeters.
Moreover, the interferometer’s throughput does not depend on
the chosen resolution as with dispersive techniques, where one
has to reduce the entrance slit accordingly. Generally, the CPI
response is spectrally more flat than grating-based devices,
which improves the dynamic range of the system.

3.3.6. Sensitivity. To demonstrate the device’s state-of-the-
art performances, the spectrum of rhodamine B was measured
decreasing the concentration down to the instrument’s ulti-
mate sensitivity limit. The sample was made by dissolving
rhodamine (B) from powder state. This sample was selected
because its fluorescence properties such as quantum efficiency,
absorbance, and lifetime are well known. In this way, this
measurement can serve as a reference for the expected sen-
sitivity using the described instrument. A 532 nm pulsed laser
with 235 μW average power was employed. Figure 17 shows
the result of this sensitivity test. Remarkably, the fluores-
cence signal starts to be buried in the dark background only
at pico-molar concentration levels.

4. Spectral imaging

Spectral imaging aims to measure the spectrum of the light
coming from each point of a scene of interest [51]. This light
is generated from an emission, scattering, or reflection process.
Analyzing these kinds of measurements, it is possible to obtain
physicochemical information and compare and correlate the
behavior of different parts of the image composing the scene.
A spectral image can be visualized as a three-dimensional data
cube (x, y, ω) containing the spectral information about each
specific point (x, y) of an image [52].

This large quantity of data contains much redundant infor-
mation. Therefore, many numerical methods have been devel-
oped to extract only meaningful information about an object’s
properties [53, 54].
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This technique has been applied in a wide range of appli-
cations such as remote sensing [55, 56], biological imagining
[57], land monitoring both in agriculture [58, 59] and in geol-
ogy [60, 61], in military fields [62]and cultural heritage both
for archaeology and conservation of artworks [63–65].

There are many technological ways to measure spectral
images. The simpler one is to use a spectrometer to acquire
the spectrum for every single point serially. The object or the
camera are moved in two dimensions to measure the com-
plete spatial information. This method is known as point scan-
ning or whisk-broom imaging. It is very slow, especially in
applications where a high spatial resolution is needed.

Another approach is known as push-broom. It employs a
two-dimensional detector to simultaneously acquire spectro-
spatial information about a single line on the object plane. The
full spectral image is obtained by moving the object or the
instrument along a single dimension. This approach has a huge
application for industrial process monitoring. Indeed, it is suit-
able to quickly analyze industrial products on conveyor belts.
The main limitation of this approach is related to the use of an
entrance slit that is necessary to obtain both spectral and spatial
resolution along the moving direction. To increase the spatial
or spectral resolution, the slit size must be decreased accord-
ingly. The aperture dimension depends on the specific imager,
but it is usually around a few tens of microns, affecting the
light throughput.

The wide-field approach employs a spectral filter to directly
acquire many two-dimensional images of the entire scene at
each wavelength of interest. Usually, this filter is an acousto-
optic filter or a liquid crystal tunable filter, or simply a fil-
ter wheel [66]. However, many technical issues prevent the
widespread use of this approach. They are all linked to the
difficulties in designing and producing, with the available tech-
nologies, a variable spectral filter with a good transmission
in a broadband spectral range and to achieve a high spectral
resolution [67].

4.1. Fourier transform spectral imaging

Recently, an alternative spectral imaging method has been
developed based on FT spectroscopy principles [49]. This
approach combines a monochrome two-dimensional sensor
measuring the scene’s spatial properties and an interferome-
ter, used to achieve the spectral resolution on each point of the
image.

As discussed in the introduction, using an interferometer
instead of a dispersive monochromator carries several advan-
tages in terms of throughput, versatility, and accuracy. Addi-
tionally, the spatial resolution can be adjusted independently
from the spectral resolution. FT spectral imager acquires con-
tinuous spectra for each pixel, and they are not limited to only
discrete wavelengths like in dispersive technology by using a
filter wheel.

In most spectral imaging applications, the light comes
from spatially incoherent sources, such as the light reflected
from an object or emitted following a fluorescence decay.
For this reason, the interferometer employed in the Fourier-
transform-based imaging systems must maintain a high degree

of coherence among all different electromagnetic waves that
interfere at a single pixel of the bi-dimensional detector. This
is an essential property to achieve a good interferometric
contrast, hence the visibility of the interference fringes and
consequently a good spectral quality. Moreover, the interfer-
ometric stability between the interfering fields must be kept
down to a 1/10 fraction or better than the optical cycle. This is
especially hard in the visible and ultraviolet spectral regions,
where an attosecond-level accuracy of the delay is in general
requested.

There are two ways to measure the light’s interference
signal coming from each point of the image. In the static
approach, an easily manageable interferometer with no mov-
ing part is used. A spatial interferogram is measured for each
scene point by using one dimension of the bi-dimensional
detector. The complete measurement of the spectral image
is performed similarly to the push-broom method by induc-
ing a relative movement of the instrument with respect to
the scene [68]. This approach, as the push-broom method,
is desirable for industrial or airborne remote sensing appli-
cations. However, they require a large enough pixel den-
sity along the detector dimension used to sample the spatial
interferogram and a large enough detector to achieve a good
resolution. This imposes several constraints on the used detec-
tor. Moreover, this approach tends to favor the use of a small
pixel area, decreasing the collected light and, consequently,
the instrument’s sensitivity. In the non-static approach, the
interferometric delay is mechanically changed and a com-
plete interferogram is recorded for each pixel of the two-
dimensional sensor. In this method, there is no need for any
relative movement between the camera and the scene. Instead,
the sample must be static for all the time needed to com-
plete the interferometer scan, making this method particularly
suited for a stationary scene such as measuring artworks. Both
Michelson’s and Mach–Zehnder interferometers were used for
this task, but they required particular attention in stabilizing the
device, especially for the visible spectral region [69].

For this reason, new ultrastable interferometers have been
developed in recent years to bring some of the advantages
of FT spectroscopy down to the ultraviolet and visible spec-
tral ranges. All these devices employ birefringence, either
dynamic, such as the one induced by applying a static
voltage across liquid crystals, or static, the one of natural crys-
tals [70–72]. These devices are extremely compact and insen-
sitive to mechanical vibrations thanks to their common-path
geometry. However, liquid crystals are quite sensitive devices
since their features are strongly dependent on the working tem-
perature. Therefore, they need accurate calibration and active
closed-loop temperature control to achieve long-term spec-
tral response stability. Moreover, they are spectrally limited
to a few hundred nanometres spectral bandwidth, usually lim-
iting them to the visible spectral range (400–750 nm) or in
near infrared range (750–1100 nm). They are easily damaged
by long term infrared radiation exposure. Therefore, proper
short-pass filters need to be used to increase their working life-
time. However, they have fast switching time between different
wavelengths and a good spectral uniformity across the image
field, making them ideal for certain applications.
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In recent years, many birefringent crystal-based interfer-
ometers have been used in combination with two dimensional
sensors to acquire spectral images. In this kind of devices, a
birefringent optical element is moved to change the path length
difference between the ordinary and extraordinary polariza-
tion components. The interference signal is measured for
each point of the scene of interest by a single pixel of a
two-dimensional detector. These FT-based imagers typically
employ a Wollaston or a Savart prism [73, 74]. The trans-
parency and birefringence of the employed crystals are very
broad. It typically covers from the visible to the longer edge of
the short-wave infrared spectral region. Therefore, their spec-
tral range is mainly limited only by the limited bandwidth of
the employed detector.

However, these prisms tend to disperse the interferome-
ter replicas chromatically. This, in turn, decreases the inter-
ferometric modulation and the visibility of the interference
fringes in the detector plane. Indeed, the employed prisms
divide the light into two orthogonally polarized replicas. These
are angularly separated and need to be combined again by
another optics (i.e., a lens) before the imaging detector. The
two light replicas interfere at the detector coming from differ-
ent directions. Therefore, also the wavefronts of the two beams
are inclined accordingly. This causes a loss of the interfero-
metric modulation at the detector that reduces the signal to
background ratio. Moreover, the used prisms angularly sepa-
rate the light’s spectral components, which further reduces the
interferometric modulation at the detector. Indeed, the same
spectral component of the two orthogonally polarized repli-
cas impinges onto a slightly different camera position, thus
reducing the interferometric signal’s modulation.

4.2. Experimental setup

The previously described CPI was used to assemble a spectral
imaging system. This interferometer overcomes the Wollaston
and Savart prism-based imager’s limitations, providing negli-
gible chromatic dispersion and small geometrical separation
between the interfering replicas. This leads to a high degree of
coherence at each pixel and a strong interference modulation.

It is important to note that the air gap between the two
wedge-shaped blocks introduces chromatic dispersion in the
two replicas. However, this effect can be reduced to a negli-
gible level by decreasing the gap width (down to 1 mm) and
by compensating the effect with the optical alignment of the
block A and B. Figure 18 shows the experimental setup. The
CPI is placed in between the object plane and the objective of
a monochrome camera. Each pixel of the camera measures the
interference signal corresponding to the light coming from a
single point of the scene. In this scheme, an uncollimated beam
passes through the interferometer. However, the CPI works
equally well for collimated and uncollimated light thanks to its
common path nature and the very short path inside the inter-
ferometer. Therefore, other optical elements can be inserted in
between the CPI and the sample. This is especially beneficial
in applications requiring high versatility in selecting the angu-
lar field of view of the camera, such as remote sensing and
microscopy [75, 76].

Figure 18. Experimental setup of the developed spectral imager.

4.3. Fringe visibility

To estimate the fringe visibility in the developed imaging
system, we will evaluate the employed CPI’s behavior for
a generic ray propagation direction. To simplify the mathe-
matical description, we can model the interferometer as two
birefringent blocks with crossed optical axes. Considering
figure 19(A), block B represents the wedge pair, whereas A
is the fixed plate. We will not consider the air spacing and
the corresponding crystal–air interface refractions between the
two wedges in this treatment. This system can be applied to
generate delayed replicas of fields propagating with a general
incident angle α. In the following description, the phase delay
ψT of the interferometer is defined as the relative phase delay
between the two replicas of a ray propagating at α = 0. This
direction corresponds to a light beam propagating normally
to the wedge surface. Considering a ray passing through the
imaging system with an angle α with respect to the normal
direction. We obtain that the vertically and horizontally polar-
ized components accumulate a relative phase shift φ. Panel (c)
of figure 13 plots this phase as a function of α, when ψT = 0.
In this condition, both plates have the same thickness L. The
phase difference φ is evaluated for a wave at λ = 600 nm in
α-BBO blocks with L = 2.4 mm. The incidence angle strongly
affects the phase difference, which, in turn, impacts fringe vis-
ibility. The interferometer placed in the imaging system gen-
erates, for each generic ith ray, two phase-delayed (φT + ψi)
replicas. We can write their superposition as:

Ei = Ai · [cos(ωt) + cos(ωt − ψT − φi)] . (24)

Where we consider a single angular frequency for simplicity
and ψT and φi are the relative phase delays, as follows:

• ψT is introduced by varying B block’s thickness; ψT = 0
when the two blocks (A and B) have the same thickness.

• φi depends on the propagation direction as shown in
figure 19(C).

In an imaging system, the light emerging from each scene’s
point can be represented as a bundle of rays traveling through
the interferometer and the imaging optics into the correspond-
ing pixel at the image plane. This is schematically represented
in figure 19(B) with all the key parameters defining the system.
For each point O in the object plane, it is possible to define two
marginal rays with angleα1 andα2. Without considering chro-
matic and spherical aberrations, each beam starting from the O
point and having an angle between the two marginal angles is
focused on the same point I in the image plane. Analogously,
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Figure 19. (A) Schematic representation of the model used in the to
estimate fringe visibility. The blue line indicates the path of the
vertically polarized component inside the interferometer. The green
line indicates the horizontally polarized component. The line is
drawn in solid or dotted style for the ordinary rays and extraordinary
rays, respectively. The blue arrows and dots indicate the optical axes
of the A and B blocks. (B) Imaging scheme of the employed spectral
imager with all the key parameters defining the system. (C) The blue
curve shows the relative phase between the two replicas as a
function of the incidence angle α. The blue area is the phase change
as a function of the incidence angle. (D) The visibility plot as a
function of the relative phase range Δφ is shown in green. The blue
areas correspond with the relative phase ranges parameters
corresponding to several object/aperture distances (h = 1 m, h =
0.5 m, and h = 0.27 m).

we can define the marginal relative phase difference as φ1 and
φ2. Therefore, for each specific phase delay ψT , the superpo-
sition of all these rays coming into a single pixel position J in
the image plane, where the two-dimensional sensor is placed,
can be written as:

EJ(T) =
∑

i

Ei =
∑

i

Ai · [cos(ωt) + cos(ωt − ψT − φi)] .

(25)
The signal intensity at the pixel position is ‖EJ(T)‖2, and

it depends on the distribution of phase shifts φi. The interfer-
ometric modulation or visibility ν is plotted in figure 19(D)
as a function of the phase range Δφ = φ1 − φ2, where φ1 and
φ2 are the relative phase differences between the interfering
replicas for the marginal rays as depicted in figure 19(B). This
curve was numerically computed considering a worst-case sce-
nario in which the amplitude Ai is constant and φi is uniformly
distributed in the range Δφ. The visibility is calculated by
numerically scanning ψT in the neighborhood of ψT = 0 [77].
When the phase-shifts φi of the ray bundles range from φ1 to
φ2, it is possible to show that the interferometer zero path-
difference, which is the center of the interferogram, is shifted at
ψ0 = 〈φ〉, where 〈φ〉 = (φ2 − φ1)/2. Therefore, the interfero-
metric delay is not uniform in the image field. Indeed, the inter-
ference fringes follow a hyperbolic pattern. In this framework,
we can estimate the expected fringe visibility of the described
spectral camera. As shown visually in figure 19(B) and graph-
ically in figure 19(C), the phase range is strictly related to the
ray’s angular spread coming from a point O in the object plane.

Figure 20. (A) Single capture of the test sample. The R, G, B, Y,
and W labels correspond to the red, green, blue, yellow, and white
reflectance standards. L1 and L2 indicate the laser point positions
for the 532 and 635 nm laser lines, respectively. (B) Interference
signal corresponding to a pixel in the Y area. (C) Interferogram
corresponding to one pixel in the L1 region of the test sample.

Mathematically, this angular range is given by:

Δα = ‖α1 − α2‖ ≈ arctan
D/h

1 + tan2 α0
< arctan(D/h),

(26)
whereα1,α0 andα2 are the top, middle, and bottom ray angles,
respectively, as shown in figure 19(B). D is the aperture diam-
eter, and h is the distance between the object plane and the
aperture of the spectral imager. Figure 19(B) shows that the
phase spread Δφ for a given angular range Δα is higher for
the points located at the edge of the field of view, hence with
higher α0 values. The maximum α0 value for the system used
in this experiment was around 7.7◦.

The dotted lines in figure 19(C) highlight the visibility val-
ues calculated for the different object-to-camera distances.
This computation is performed for the worst-case scenario.
The point is at the edge of the field of view. Very high vis-
ibility of more than 85% for all the field of view is reached
for an object located more than 0.5 m away from the camera
aperture, demonstrating the good interferometric quality of the
designed system.

4.4. Results

We validated the spectral camera (HERA, NIREOS s.r.l.)
by measuring the spectral image of a test scene shown in
figures 20(A) and (B). This scene was composed of 4 colored
circular spectral standards whose reflectances are tabulated
(green, blue, red, yellow, G, B, R, and Y). In addition, a white
reflectance standard was placed in the center of the scene. This
white element has a flat spectral reflectivity of 98.3% from 300
to 2500 nm. These circular standards were manufactured by
Labsphere Inc., North Sutton, USA.

To test the developed system’s spectral resolution, we
inserted two laser spots at different wavelengths in the image at
points L1 and L2. The emission wavelengths of these lasers are
λ = 532 nm and λ = 635 nm, respectively. The bandwidths of
these laser lines are below 0.37 THz.

A broadband 150 W xenon lamp was used to illuminate
the test sample. We opened the variable iris of the cam-
era objective to its maximum, corresponding to an f /1.8
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Figure 21. (A) Comparison between the reflectance spectra of the
standards as measured with the developed spectral imager as solid
lines and the tabulated ones as dotted curves. The colored area
shows each spectrum’s error bar as measured by computing the
spectrum standard deviation of neighboring pixels. The green and
red peaks refer to the 532 and 635 nm laser spots. (B) shows a
projection of the spectral data cube into the RGB space as computed
for a D65 standard illuminant (CIE 1964).

aperture. Finally, we programmed the interferometer to per-
form 400 evenly spread steps in a 2 mm scan range around the
interferometer’s zero position. We acquired an image for each
position of the interferometer. The integration time of each
image was set to 25 ms.

The total acquisition time was below 30 s, comprising
motor movement and image data transfers to the computer.
It is important to note that the interference signal was sam-
pled well above the Nyquist condition only for visualization
purposes. Therefore, the acquisition time can be significantly
decreased. Indeed, the position step size of the interferome-
ter used for this measurement was 5 μm. This value corre-
sponds to a delay of 0.25 fs at 600 nm, 1/8 of its optical
cycle. Figures 20(B) and (C) represent the interference sig-
nals for two pixels located in the sample’s Y and L1 regions,
respectively. A central burst dominates the yellow curve, and
the oscillations decay rapidly increasing the interferometer’s
position, while the green interferogram is a long-lasting sinu-
soidal function. This behavior underlines the different coher-
ence times for the light coming from the two points in the
object plane. The two interferograms’ interferometric modu-
lation values are 86.5% and 84%, for the Y and L1 pixels,
respectively. This visibility could be increased by decreasing
the variable aperture dimension. However, the light through-
put of the system is decreased in the same way. The opti-
mal aperture size depends on the scene type and the desired
depth of focus. It is important to note that the visibility of the
interferogram is a crucial parameter for instrument sensitivity
[78].

Figure 21(A) shows the normalized spectra of the green
and red laser diode spots. These spectra were extracted from a
long-range measurement. The positions of these spectral peaks
were used to calibrate the interferometer according to the pre-
viously described procedure [8, 35, 36]. The bandwidth of
these laser lines was used to measure the spectral resolution of
the device at the two corresponding wavelengths. The result-
ing bandwidth of the 635 nm laser spectrum is ≈ 4 nm and is
1/150 of the total spectral range of the camera. The 535 nm
laser linewidth is shown to be around 3.3 nm.

To validate the system, the reflectance spectral image of the
test sample was measured. The light source was placed at 3 m

distance from the object to produce uniform illumination of the
field of view both in intensity and spectral features. To obtain
the reflectance data, a uniform white Lambertian surface was
measured. This sample has an average reflectance of 95% in
the working spectral range. The spectrum related to each pixel
of the test sample’s spectral image was normalized by the cor-
responding one of the Lambertian measurements. This pro-
cedure normalizes both intensity and spectral unevenness in
the field of view. The absolute reflectance image was com-
puted by normalizing this image to the know white reflectance
standard’s reflectance value. The reflectance spectra measured
with the developed spectral imager for the red, blue, green,
and yellow standards are plotted in figure 21(A). The dashed
curves show the tabulated spectra for the reflectance standards.
To compare the measurement with these reflectance standards’
certified spectra, we evaluated the mean standard deviation
of the difference between the measured and tabulated spec-
tra of each standard. The maximum deviation is around 2.18%
for the blue spectral standard. This value is probably due to
the low sensitivity of the used camera in the blue spectral
region. Notably, the spectra’s spectral range as measured with
the developed instrument was broader than the tabulated one.
Only the matching region of the spectral axis for the two mea-
surements was considered in this comparison. Figure 21(B)
shows the projection of the reflectance spectra in the RGB
space. The image projection was computed by considering a
D65 illuminant (CIE 1964).

The high sensitivity of the described spectral imager is
ideal in low light conditions. For this reason, it has been used
in cultural heritage where low illumination levels are usually
required to avoid damaging artworks [79, 80], and also in
fluorescence measurements [80].

5. Circular dichroism

Optical activity is an intrinsic optical property displayed by
chiral molecules, i.e., those not superimposable to their mirror
image. Almost all-natural products, biomolecules, and syn-
thetic drugs are chiral. Chirality plays a fundamental role in
many biological, chemical, and physical processes, such as
catalytic reactions and drug binding to proteins. Determin-
ing the handedness of chiral molecules is extremely important
for fundamental biochemical studies as well as for applica-
tions in the agricultural, pharmaceutical, and food industries.
Recently, several efforts have been invested in trying to realize
time-resolved optical activity experiments.

If successful, this will open a new paradigm in stereo-
chemistry, allowing researchers to gain mechanistic insights
into ultrafast structural rearrangements associated with
fundamental biomolecular functions such as light-driven iso-
merization, ring-opening, and unidirectional rotary motors. A
straightforward configuration for the broadband measurement
of molecules’ optical activity is presented in the following
sections. This approach combines time-domain detection with
heterodyne amplification. Most importantly, the presented
device performs equally well with incoherent light and
broadband ultrashort light pulses, paving the way to measure-
ments of transient optical activity changes on the femtosecond
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timescale. This method relies on the previously described CPI.
This approach allows the simultaneous detection of both the
circular dichroism and circular birefringence spectra of chiral
compounds. Notably, the presented device is drastically sim-
plified compared to conventional spectropolarimeters since it
dispenses with monochromators, photo-elastic modulators,
and lock-in amplifiers.

5.1. Time-domain measurement of optical activity by a CPI

The chirality of molecules has a huge influence on many bio-
logical mechanisms such as enantioselective catalytic reac-
tions or binding of drugs with the target biomolecules [81]. The
distinction of a chiral molecule from its corresponding enan-
tiomer and the identification of their handedness are extremely
important. Measurements of the chirality of samples through
optical or chemical techniques are routinely done in chemical
and pharmaceutic companies. The optical methods to measure
chirality are based on the measurement of the so-called opti-
cal activity [82] or optical rotation. Namely, the ability of a
sample to interact with polarized light changing its plane of
polarization. This phenomenon can be distinguished in circular
dichroism and circular birefringence. The first one is the differ-
ence in the absorption between left and right circularly polar-
ized light. As the name suggests, the latter is a difference in
the refractive index of a material interacting with the two-light
handedness. These physical entities are of particular interest
for studying bio-polymers ranging from proteins to nucleic
acids such as DNA and RNA, especially in the ultraviolet
spectral range. Circular dichroism spectroscopy is a powerful
tool for structural studies and can distinguish between α-helix,
β-sheet, and random coil conformations of proteins, determine
their secondary structure content, monitor their stability, and
study their folding processes [83, 84]. The concept of chirality
has also been recently extended to plasmonic systems, exploit-
ing single nanostructures’ handedness or their spatial arrange-
ments, showing the potential to increase detection sensitivity
thanks to the enhanced light–matter interaction [85].

Considering light–matter interaction processes, a linearly
polarized electromagnetic field passing through an achiral
sample generates an oscillating material polarization. This cre-
ates a response electromagnetic field called achiral free induc-
tion decay. This field is superimposed to the input light, and
their interference generates linear absorption and refraction.
In addition to the achiral free induction decay field, a chi-
ral sample responds to light propagation generating a low-
intensity field with a perpendicular polarization with respect
to the incoming light. This field is called free induction decay
or, more precisely, chiral free induction decay. This small field
superimposing to the incoming light changes the polarization
state of the beam. In general, this effect leads to a rotation of
the polarization plane and to the conversion from a linearly
polarized light beam to an elliptical one [86, 87].

By measuring these effects, it is possible to retrieve infor-
mation on the chiral properties of a sample. However, the chiral
free induction decay is commonly several orders of magnitude
less intense than the incoming light. Therefore, it is hard to
measure its effect on the incoming beam.

In the visible, this is typically performed by a circular
dichroism spectrometer, also known as a spectropolarimeter.
In this device, the light coming typically from a broadband
source is filtered employing a monochromator. The resulting
single-wavelength light is then periodically and alternatively
converted into a right or left circularly polarized beam. This
is done very fast, typically a few thousands of times per sec-
ond. The light passes through the sample, and a detector mea-
sures it. The chiral sample absorbs the two light polarization
states differently, so the measured signal is composed of a
strong constant background, the light transmitted by the sam-
ple superimposed to a small periodic signal with the same fre-
quency of the imposed modulation. Then, this tiny periodic
signal is extracted with a lock-in amplifier. This device can
extract a sinusoidal signal with a known frequency from a con-
stant background, even if the relative intensity between the two
is different by several orders of magnitude. The amplitude of
this signal is measured by varying the excitation wavelength,
and the result is the circular dichroism spectrum, highlighting
the absorbance difference between the two-circular state of the
excitation light as a function of the wavelength. It is important
to note that this technique can extract information only on the
circular dichroism and not on the circular birefringence prop-
erties of the measured sample. This information is typically
computed employing a Hilbert transformation, following the
Kramers–Kronig relationship [88, 89].

In the infrared spectral region, the measurement is typically
performed by employing FT spectroscopy’s advantages. This
is performed by replacing in the spectro polarimetric system
the monochromator with a double beam amplitude division
interferometer, typically of a Michelson’s type. In this tem-
poral domain technique, it is also possible to extract the cir-
cular birefringence spectrum by measuring with the addition
of a polarizer between the sample and the detector [90]. These
devices based on a lock-in amplification scheme and photo-
elastic modulators are the only available methods in the market
and are widely spread in the scientific and industrial fields.
However, they are delicate, expensive, and bulky machines
requiring frequent calibrations.

For these reasons, new approaches have been developed for
measuring the circular dichroism spectra of samples. These are
mainly based on the use of a double-beam polarization division
interferometer. In these interferometers, the light propagates in
the two arms with an orthogonal polarization [91]. Ragunathan
et al [92] and Polavarapu et al [93] pioneered using such a
device to record vibrational circular dichroism spectra. In these
kinds of devices, the relative delay between the two orthogo-
nally polarized beams is changed by adjusting the two arms’
path length difference. Depending on the relative delay, the
superposition of these perpendicular fields creates a beam with
a variable polarization state. Indeed, we can note that the out-
put beam polarization is linear when the paths in the two arms
match. Then by changing the delay, the polarization state is
transformed continuously to an elliptical, circular, again ellip-
tical and orthogonal linear polarization, respectively. Finally,
by increasing even further the delay, the polarization returns to
its original state and this behavior is repeated in a periodic fash-
ion. In this way, the light state is changed whereas the overall
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light intensity is constant, because perpendicularly polarized
components do not interfere. If now a chiral sample is placed
inside the device, it rotates the polarization state according to
the generated free induction decay, and an interferogram can
be recorded at the output employing the detector. Then, the
circular dichroism spectrum can be retrieved using a Fourier
transformation.

Another approach based on spectral interferometry was
proposed by Rhee et al [94–96]. A Mach–Zehnder interferom-
eter was set to produce a strong replica with a vertical polar-
ization and a horizontal polarization one with a lower intensity.
Instead of scanning the interferometer delay and recording the
signal in the time domain, the delay was fixed and the light
transmitted by the sample was dispersed on a spectrometer
after passing through a linear polarizer. This device, called
also analyser had a very high extinction ratio and was aligned
along the horizontal direction. In this configuration, the chiral
free induction decay field with horizontal polarization, gener-
ated by the interaction of the vertical polarized replicas with
the chiral sample, interferes with the horizontally polarized
replica, acting as a local oscillator (LO). The complex chiral
signal SH(ω, τ ) is computed by means of a Hilbert transform
following the Kramers–Kronig relations and an achiral refer-
ence signal SV(ω, τ ) is measured with the last polarizer ori-
ented along the vertical direction. The circular dichroism and
circular birefringence spectra can then be calculated with the
following formula [97]:

SH(ω, τ )
SV(ω, τ )

= CB(ω) + iCD(ω), (27)

where CB(ω) and CD(ω) are the circular birefringence and
circular dichroism spectra, respectively.

These promising interferometric techniques were used to
measure spectra with a good sensitivity, but they are mainly
limited by the high interferometric stability required. This is
because a double beam interferometer is very sensitive to envi-
ronmental perturbations such as vibrations. Indeed, a fluctua-
tion of the path length difference between the two arms of the
interferometer by more than a tenth of the wavelength is suffi-
cient to destroy the interference, hence the measurement. This
problem is partially reduced in the infrared regions looking at
the vibrational circular dichroism of samples. This is because
by increasing the wavelength, the stability requirements are
reduced. To work in the visible range, these double-beam inter-
ferometers require an active stabilization loop or a single shot
detection of SV(ω, τ ) and SH(ω, τ ) using a double-channel
spectrometer [98, 99].

In the following sections, a new approach will be presented
based on the use of a common-path birefringent interferome-
ter. The spectral range of this approach is only limited by the
birefringence and transparency of employed birefringent crys-
tals. By a proper choice of the material, it is possible to work
from the ultraviolet to the mid-infrared spectral region, from
200 to 10 000 nm, respectively. The interferometer is adjusted
to create two orthogonal replicas of the excitation light. The
relative intensity is tuned through an entrance polarizer to pro-
duce a strong vertical replica and a weaker horizontal one.
The first is used to generate a horizontally polarized chiral

Figure 22. This image schematically represents the working
principle of the developed FT spectropolarimeter. The first polarizer
marked as P1 is rotated at a small angle γ with respect to the vertical.
It creates a linearly polarized light field that is indicated in the figure
as E0(ω). The beam passes through the CPI. Consequently, the two
perpendicular polarization components are delayed by τ creating an
electromagnetic field Ein(ω, τ ). The vertical component interacts
with the chiral sample, to generate a horizontal free induction decay
field, indicated in the figure as CFID with a red arrow. The less
intense horizontal polarization field acts as a LO. The exit polarizer
P2 acts as an analyzer and its transmission axis is directed with an
angle β = 90◦, selecting the horizontal part Eout,H(ω, τ ) of the field
after the sample. A photo-detector measures the interference signal
of the LO and the chiral free induction decay field as a function of
the interferometric delay. An FT of the signal as a function of τ
provides the circular dichroism and birefringence spectra.

free induction decay. The latter is used as a LO enhancing
the chiral free induction decay signal. The two horizontally
polarized replicas are selected utilizing a polarizer. The inter-
ference signal between the two fields is recorded employing
a single-pixel detector. The circular birefringence and circular
dichroism spectra are computed through an FT procedure. The
working principle was demonstrated both for incoherent ther-
mal light and with a broadband supercontinuum laser source
[100]. This can lead in the future to the measurement of time-
resolved optical activity on the femtosecond and picosecond
temporal regime.

5.2. Measurement principle

A schematic representation of the experimental setup is shown
in figure 22. The entrance polarizer P1 is rotated to have a
transmission axis oriented at γ with respect to the vertical
direction. This polarizer creates a linearly polarized electro-
magnetic wave along the transmission axis.

This field can be represented as the superposition of two
replicas, one oriented along the vertical direction and the other
along with the horizontal one. A variable temporal delay τ
separates these two fields by propagating inside the CPI. The
optical activity is a linear optical property. Thus we can use the
superposition principle to describe the measurement principle.
Indeed, it is convenient to decompose the broadband excita-
tion light into single monochromatic waves. Each one can be
identified by an angular frequency ω and an amplitude E0(ω).
Using Jones calculus, we can write the electric field after the
CPI as [101]:

Ein(ω, τ ) = E0(ω)

(
sin γ

cos γ eiωτ

)
, (28)

whereωτ is the phase difference between horizontal and verti-
cal components introduced by the interferometer, and τ is their
relative delay. In the framework provided by the Jones calcu-
lus, the propagation inside a chiral sample can be described as
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a simple matrix multiplication, therefore the electric field after
the sample is:

Eout(ω) = Mchiral · Ein(ω), (29)

where Mchiral is the Jones matrix describing a chiral medium
with a length L. In the limit of a weak free induction decay
field with respect to the incoming excitation light, this matrix
can be written as [102]:

Mchiral ≈ 10−α/2 e−iρ

(
1 CB − iCD

−CB + iCD 1

)
, (30)

where α = (αLCP + αRCP)/2 is the mean absorbance of a sam-
ple, hence the one it would have with a linearly polarized
light beam. ρ is defined to be ρ = nLω/c, where n = (nLCP +
nRCP)/2 is the mean refractive index and c is the speed of light
in vacuum. The optical rotation is defined as:

CB =
(nLCP − nRCP)Lω

2c
(31)

and the ellipticity expressed in radians is:

CD =
(αLCP − αRCP) ln(10)

4
. (32)

A second polarizer P2 is oriented with the transmission
axis along the horizontal direction. This is highlighted in
figure 22 where the transmission axis is represented with an
angle β = 90◦. Therefore, the polarizer extracts only the hor-
izontal component of the field after the sample, obtaining:

Eout,H(ω, τ ) = E0(ω)10−α/2 e−iρ·

·
[
sin γ + (CB − iCD) cos γ eiωτ

]
.

(33)

We can note that the equation (33) is the superposition of
the chiral free induction decay field with the horizontal com-
ponent of Ein after the propagation inside the sample. This last
field acts as a LO enhancing the small chiral signal. After the
last polarizer, the transmitted light intensity is measured by a
color-blind detector as a function of the interferometric delay
τ . The measured signal is the chiral interferogram and can
be computed considering the effect of each monochromatic
component as:

Ichiral(τ ) =
∫

‖Eout,H(ω, τ )‖2 (34)

by neglecting the weak chiral free induction decay intensity,
we obtain:

Ichiral(τ ) =
∫

dω‖E0(ω)‖210−α(ω)·

·
[
sin2 γ + sin 2γ · (CB(ω) cos(ωτ ) − CD(ω) sin(ωτ ))

]
.

.

(35)
In this last formula, we can recognize a term proportional to

the LO’s intensity and a more interesting mixing term between
the LO and the chiral free induction decay field. The latter is
the term describing the self-heterodyne amplification process.

The circular birefringence and dichroism spectra can be
retrieved by taking the chiral complex spectrum’s real and

imaginary parts. This spectrum is the FT of the chiral inter-
ferogram. A calibration process is necessary to calculate the
absolute values of the signal. This can be accomplished by
measuring the resulting signal with the same detector after tilt-
ing the second polarizer by an amount βcal = 45◦. In this con-
figuration, the vertical and horizontal components generated
by the CPI interfere at the detector obtaining the calibration
interference signal:

Ical(τ ) =
∫

dω‖Eo(ω)‖210α(ω)·

·1
2

[1 + sin(2γ) cos(ωτ )]

(36)

the light intensity, sample absorbance, and dependence on the
polarizer angle cancel by taking the ratio of the FTs of the
chiral and calibration interferograms. Consequently, we obtain
the circular dichroism spectrum as:

CD(ω) = −1
2
I

(
FT [Ichi(τ )]
FT [Ical(τ )]

)
(37)

and the circular birefringent spectrum as:

CB(ω) =
1
2
R

(
FT [Ichi(τ )]
FT [Ical(τ )]

)
. (38)

These equations remain valid even if the absolute value of
τ is not known in the experiment. This is the case when the
position of the CPI corresponding to the zero optical path dif-
ference is not precisely identified. In such a case, the FT of
Ical(τ ) can have an imaginary component.

We can note that the equations (37) and (38) are similar
to the equation (27). This last equation was essential to cal-
culate the circular birefringence and dichroism spectra with
the spectral interferometry approach developed by Rhee et al
[94]. However, the method presented in this section directly
measures the complex optical activity spectrum. Instead, the
setup developed by Rhee et al measures only non-complex
signals, and the complex signals are indirectly computed by
processing techniques based on the Hilbert transform. Being
an indirect method, it might be more sensitive to experimental
noise problems.

The optical activity signal components are dependent on the
chiral interferogram as described by the equation (35). This
signal is the sum of two arguments. The first one is propor-
tional to sin2(γ), and it is not dependent on the interferometric
delay, so it introduces a constant offset. The other one is the
mixing term which is proportional to sin(2γ), and it is depen-
dent to τ , and it is the only term describing a pure interference
process. The chiral signal’s interferometric contrast is always
less than unity and is in general proportional to cot(γ). There-
fore, high values of the angle γ result in a better heterodyne
amplification factor, hence a larger fringe amplitude, but it
increases the offset, decreasing the interferometric contrast.
The opposite is true when the value of the γ angle is decreased.
The interferometric contrast is always a key factor to have a
good sensitivity because of the limited dynamic range of the
acquisition system and shot noise.
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Figure 23. The top part of figure (a) displays the calibration
interferogram corresponding to the broadband source light
transmitted by the sample (green curve). It was measured with the
second polarizer P2 oriented along a direction β = 45◦ with respect
to the vertical axis. In blue and red solid lines, the chiral
interferograms are shown as measured with the first polarizer
oriented at γ = 4◦ of the two enantiomers of nickel tartrate. The
measurements were performed with a 310-lumen halogen lamp. The
single interferogram measurement time was 5 s. The interferogram
is the average of ten interferometer scans. The top part of figure (b)
displays the corresponding spectrum of the calibration interferogram
shown in green in figure (a). The bottom part of figure (b) contains
the circular dichroism and birefringence spectra as solid and dotted
lines, respectively. This is done for the (R, R)-form (red curves) and
(S, S)-form (blues curves) enantiomers of nickel tartrate. The yellow
and blue circles are the circular dichroism spectra as measured with
a common dispersive spectropolarimeter.

5.3. Results

The developed spectropolarimeter was used to perform several
measurements on a sample made by dissolving nickel tartrate
in pure water, reaching a concentration of 120 mM. The inter-
ferogram measured with the second polarizer set at β = 45◦ is
shown in figure 23 as a light green solid line.

It corresponds to the calibration interferogram Ical(x),
where x is the wedge position with respect to the zero position
of the interferometer.

Figure 23(b) displays the spectrum of the broadband source
light as transmitted by the sample. This spectrum was retrieved
by doing an FT along the wedge position axis and perform-
ing the spectral calibration process described previously with
a set of known interferential filters. We can note that the spec-
trum shows an evident dip at 1150 nm. This is correspondent
to the d–d transition absorption peak. In the bottom part of
figure 23(a) two interferograms are shown as blue and red solid
curves. These signals were acquired with the second polar-
izer set at β = 90◦, thus in the chiral measurement configu-
rations. They correspond to the (S, S) and (R, R) forms of
the chiral sample, respectively. Notably, the two signals are
mirrored with respect to the horizontal axis. The two are sig-
nificantly shifted with respect to the zero position of the inter-
ferogram. The reason for this shift is clearly identifiable by
looking at the equation (35). Indeed, the interferogram is a
superposition of a sinusoidal and cosinusoidal function with
a different amplitude proportional to the circular dichroism
and birefringence spectra, respectively. Therefore, the chiral
interferogram is not a purely even function and it is not sym-
metric with respect to the zero interferometric position. The
circular dichroism and birefringence spectra are retrieved by

taking the imaginary and real part of the FT of the chiral inter-
ferogram as shown in equations (37) and (38). The result is
shown for the two enantiomers, where the solid lines are refer-
ring to the circular dichroism spectra while the dashed lines
are the curves corresponding to the circular birefringence spec-
tra. As a comparison, we measured the circular dichroism sig-
nals of the two enantiomers of nickel tartrate with a common
photo-elastic modulator-based spectropolarimeter [103]. The
spectra are shown as colored squares and show a good agree-
ment with the time-domain measurement performed with the
interferometer. The commercial spectropolarimeter, used as a
reference, could not measure circular birefringence spectra.
For this reason, there is no reference plot for the dotted curves
in figure 23. This is always the case when a monochromator
is used in place of an interferometer as the core element of a
spectropolarimeter.

The presented measurement principle employing a CPI is
ideal for performing chirality measurement in the infrared and
in the visible and ultraviolet spectral ranges. Compared to the
available technology, the smaller footprint of the device makes
it suitable for space-demanding applications such as inside
microscopes. The device can be potentially used for time-
resolved optical activity measurements. This can be important
to study stereochemical processes [104] such as isomerization,
ring-opening, and structural rearrangements in light-driven
unidirectional rotary motors [42, 105].

6. Conclusion and outlook

The CPI described in this work is a versatile device that can
be used in various experimental setups and scientific fields. It
offers several advantages compared to dispersive instruments,
mainly thanks to its high throughput, ultra-broadband work-
ing range from the visible to the infrared spectral region, and
its spectrally flat responsivity. It can be used as enabling tech-
nology in several new applications, especially in challenging
low-light conditions. For this reason, its commercial version is
currently used in hundreds of scientific labs.

In this manuscript, we focused the attention on linear appli-
cations in the visible and near-infrared spectral ranges. Indeed,
this is the region where the advantages of using a CPI are
more relevant. In particular, we described the use of the CPI
in measuring EEM maps and how this approach differs from
employing a monochromator. We briefly described how this
approach can be extended to the SMS field and how the
spectral features of chemically equivalent single molecules
differ from emitter to emitter. This is a small step forward
to the use of a single molecule to sense the nanoscopic
environment.

The high light throughput of the CPI is especially benefi-
cial in single-photon counting. In particular, we described how
it is possible to measure high-quality TRES maps reaching a
picomolar sensitivity level. The CPI is very versatile in this
application as it can be used in a broad spectral range from 400
to 2300 nm and the spectral resolution can be varied by sim-
ply changing the travel range, without affecting the through-
put of the device as with dispersive techniques. Moreover, the
beam shape is not altered while passing through the CPI. This
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helps especially in focusing the light into fiber-coupled detec-
tors such as the recently introduced superconducting nanowire
sensors [106].

The advantages of the CPI are maintained by changing the
sample from a single point to an extended source. In detail, we
described the imaging properties of the interferometer show-
ing its capabilities as the core element of a spectral imager. We
described the spectral image of 5 tabulated reflectance stan-
dards showing the high accuracy of the measured spectra over
a wide spectral range, from 400 to 1000 nm. This is ultimately
limited by the used camera and can be extended to the short
wave infrared spectral region up to 2300 nm by changing the
camera sensor and imaging lens.

Finally, we employed the CPI’s sensitivity to the incoming
light’s polarization state to measure the complete optical activ-
ity of a chiral sample, hence both the circular dichroism and
birefringence spectra. The application is promising as we dis-
pensed with the use of a photo-elastic modulator and a lock-in
acquisition system, greatly simplifying the optical setup with
respect to a common spectropolarimeter. This has advantages
in terms of cost and compactness that can be beneficial in some
industrial applications.
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